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P-Value

“Statistically speaking, science suffers from an excess of signifi-
cance.” – Hotz (2007)

Q: Why do so many colleges and grad schools teach p = 0.05?
A: Because that’s still what the scientific community and journal
editors use.
Q: Why do so many people still use p = 0.05?
A: Because that’s what they were taught in college or grad school.

– Wasserstein and Lazar (2016)
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P-Value

There has been a growing concern about issues of reproducibility and
replicability of scientific conclusions.

Underpinning many published scientific conclusions is the concept of
“statistical significance,” typically assessed with the p−value.

While the p−value can be a useful statistical measure, it is often
misinterpreted and its use as a primary maker of scientific discovery in
empirical studies can be highly problematic.
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Ioannidis, J. P. A. 2005. “Why Most Published Research Findings Are
False,” PLoS Medicine, 2(8).
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The Role of Statistical Inference

Consider a hypothetical population described by random variables
(x , y). Suppose we fit a simple linear model onto the population:

y = βx + e (1)

Fitting (1) ⇒ β∗.

Now suppose the data we observe, D = {(x1, y1) , . . . , (xN , yN)}, is a
random sample drawn from the population. Fitting (1) onto the
observed data gives us β̂.
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The Role of Statistical Inference

The goal of statistical inference is to form statements about β∗ when
we can only obtain β̂.

In other words, statistical inference deals with the problem of
uncertainty in our estimates due to sample variability.

It does not deal with the problems of
I Whether (1) is a good model for predicting y based on x
I Whether x has any causal effect on y and whether (1) is a good model

for describing the causal effect (if exists)
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Hypothesis Testing: What it is and What it is not

H0 : β∗ = 0 vs. H1 : β∗ 6= 0

Under H0,

t
(
β̂
)

= β̂

ŝe
(
β̂
) →d N (0, 1) (2)

p−value:
P
(
β̂
)

= Pr
(
|t| ≥

∣∣∣t (β̂)∣∣∣∣∣∣H0
)

(3)

Based on (2), we can estimate P
(
β̂
)
as

P̂
(
β̂
)

= 2
(
1− Φ

(∣∣∣t (β̂)∣∣∣)) (4)

, where Φ is the CDF of N (0, 1).
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Hypothesis Testing: What it is and What it is not

The rejection of H0 does not imply |β∗| is significantly different from 0.

Even if the rejection is correct, i.e. β∗ 6= 0, it could be that |β∗| is
small and close to 0.

To assess the magnitude of β∗, confidence intervals are more useful
than p−values.

I E.g., it is more informative to report a confidence interval of, say,
[.001, .009] than a p−value of .0124.
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Hypothesis Testing: What it is and What it is not

The rejection of H0 does not mean x has a significant causal effect on y .

It is never the case that statistical significance is the same as
scientific, real-world significance. The most important variables are
not those with the smallest p-values.
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Hypothesis Testing: What it is and What it is not

In general, when there are p predictors, and we are testing the coefficient
on xj , the null hypothesis is not just “H0 : β∗

j = 0”, but

H0 : β∗
j = 0 in a linear model that also includes predictors

x1, . . . , xj−1, xj+1, . . . , xp and nothing else.

The t−test can be thought of as checking whether adding xj really
improves predictions in a model that contains
{x1, . . . , xj−1, xj+1, . . . , xp}.

Of course, adding more predictors never hurts the performance of a
model on the training data. The t−test gauges whether the
improvement in prediction is small enough to be due to random
sampling.
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Confidence Interval: What it is and What it is not

A 95% confidence interval CI =
[
β̂ − 1.96 · ŝe

(
β̂
)
, β̂ + 1.96 · ŝe

(
β̂
)]

does not mean that Pr (β∗ ∈ this particular CI) = .95.

Correct interpretation: a 95% confidence interval for β∗ means that if
we estimate our model on many independent random samples drawn
from the same population and construct
CIm =

[
β̂m − 1.96 · ŝe

(
β̂m
)
, β̂m + 1.96 · ŝe

(
β̂m
)]

on each sample,
then 95% of {CIm} will contain β∗.
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The Study and Target Populations

Researchers often do not specify what the underlying population is
that their observed sample is supposed to be drawn from – call it the
study population, and the target population that they are trying to
make inference on.

Without a clear idea of what these populations are, hypothesis testing
does not make sense.

Questions we need to answer before conducting any analysis:
1 What is our study population and what is our target population?
2 How is the observed sample generated – is it, for example, a random

sample drawn from the study population?
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The Study and Target Populations

“Psychology is the study of psychology students.” – Anonymous

A 2008 survey of the top psychology journals found that 96% of subjects were
from Western, educated, industrialized, rich and democratic (WEIRD) societies –

particularly American undergraduates.
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Hypothesis Testing and Decision Theory
Let H1 ∈ {0, 1} denote whether H1 is false or true and let Ĥ1 ∈ {0, 1}
denote our decision to reject or accept the hypothesis1.

Ĥ1
0 1

H1
0 no error Type I error (false positive)
1 Type II error (false negative) no error

Optimal decision should be made based on p (H1) (or equivalently, p (H0))
and cost function `

(
H1, Ĥ1

)
2, reflecting our preference over type I and

type II errors.
1i.e., Ĥ1 = 0 if we accept H0 and reject H1. Ĥ0 = 1 if we reject H0 and accept H1.
2For example,

`
(
H1, Ĥ1

)
=


95 H1 = 0, Ĥ1 = 1
5 H1 = 1, Ĥ1 = 0
0 o.w.

leads to a decision rule of Ĥ1 = I (p (H1) > 0.95) = I (p (H0) ≤ 0.05).
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P-Value: What it is and What it is not

The p−value is not the conditional probability of H0. When p−value ≤ α,
it does not mean that the probability of H0 being true, conditional on the
observed data (test statistic), is less than α.

Given observed evidence E 3,

Pr (H0|E ) = Pr (E |H0) Pr (H0)
Pr (E )

= Pr (E |H0) Pr (H0)
Pr (E |H0) Pr (H0) + Pr (E |H1) Pr (H1)

3e.g., E is our observed data or test statistic.
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P-Value: What it is and What it is not

Pr (H0) is the prior probability of H0 being true, which represents
our belief in H0 before we observe the evidence E .

Pr (H0|E ) is the posterior probability of the H0 being true, which
represents our belief in H0 after we observe E .

We are interested in making decisions based on Pr (H0|E ), but
p−value gives us Pr (E |H0).

In particular, if Pr (H0) is large, then even if Pr (E |H0) is small,
Pr (H0|E ) may not be small4.

4This highlights the limitations of the frequentist approach – inability to incorporate
prior knowledge.
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P-Value: What it is and What it is not

# Numerical Example

p_H0 <- .9 # Pr(H0)
p_H1 <- 1 - p_H0 # Pr(H1)
p_E_H0 <- seq(.01, .05, by = .01) # Pr(E|H0), i.e. p-value
p_E_H1 <- .8 # Pr(E|H1)
p_H0_E <- (p_E_H0*p_H0)/(p_E_H0*p_H0 + p_E_H1*p_H1) # Pr(H0|E)
p_H0_E

## [1] 0.1011236 0.1836735 0.2523364 0.3103448 0.3600000
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P-Value: What it is and What it is not
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P-Value: What it is and What it is not

The p−value can be interpreted as the probability of H0 being true based
only on the observed data set (without incorporating prior knowledge).

Moral
When the alternative hypothesis is highly unlikely based on prior belief (say,
Pr (H1) < 0.1), we may need the p−value to be much smaller than the
conventional threshold of α = .05 in order to “confidently” reject H0

a,b,c

aThat is, we want to reject H0 when Pr(H0|E) is small.
bIn other words, α should ideally be a function of Pr (H0) rather than a

constant. When preference over type I and type II errors are held constant, α
should be a decreasing function of Pr (H0).

cor we can just go Bayesian!
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P-Value and Sample Size

When N is small, the power of the test – the probability of correctly
rejecting H0 – is low. At the same time, (4) can be a poor estimator
for P

(
β̂
)
, since it is based on the asymptotic distribution of t

(
β̂
)
5,6.

When N is very large (N →∞), β̂ converges to β∗: no need for
hypothesis testing7.

5The exact distribution of the t−statistic in finite samples can be derived under
additional distributional assumptions. For example, if we assume a linear normal model

y = x ′β + e, e ∼ N
(
0, σ2)

Then t
(
β̂j
)
∼ tn−p−1, where x is (p + 1) dimensional. However, the assumptions of the

linear normal model – gaussianity, homoskedasticity, and error independence – are
seldomly satisfied.

6In this case one can sometimes use bootstrapping to obtain more accurate p−value
estimates.

7In other words, hypothesis tests based on the asymptotic properties of test statistics
are valid for large samples, but only useful for samples that are not too large.
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P-Value and Sample Size

Moral
Do not trust the p−values calculated on small samples!

“The concept of p−values was originally developed by statisti-
cian Ronald Fisher in the 1920s in the context of his research on
crop variance in Hertfordshire, England. Fisher offered the idea
of p−values as a means of protecting researchers from declaring
truth based on patterns in noise. In an ironic twist, p−values are
now often used to lend credence to noisy claims based on small
samples.” – Gelman and Loken (2014)
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This Week in Psychological Science

“Turning Body and Self Inside Out: Visualized Heartbeats Alter
Bodily Self-Consciousness and Tactile Perception” (N = 17)

“Aging 5 Years in 5 Minutes: The Effect of Taking a Memory Test on
Older Adults’ Subjective Age” (N = 57)

“The Double-Edged Sword of Grandiose Narcissism: Implications for
Successful and Unsuccessful Leadership Among U.S. Presidents”
(N = 42)
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The Information Content of Statistical (Non)Significance

A statistical result is informative when it has the potential to
substantially change our beliefs.

The discrepancy between a prior and a posterior distribution thus
provides a basic measure of the informativeness of a statistical result.

Using this measure, nonsignificant results are often more informative
than significant results in scenarios common in empirical economics.
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The Information Content of Statistical (Non)Significance

Unlike in the medical sciences, in empirical economics, for most
parameter θ that we are interested in, there are rarely reasons to put
substantial prior probability on the point null H0 : θ = 0.

I Beliefs on the causal effect of a policy intervention are usually better
described by a continuous distribution rather than a distribution with
significant probability mass at point zero.

When Pr (H0) is small, statistical significance often carries little
information, while nonsignificance is highly informative, because in
this case, nonsignificance is more “surprising” and induces a larger
change in the posterior belief.

© Jiaming Mao



The Information Content of Statistical (Non)Significance

Suppose we are given a sample D = {xi}Ni=1 and a probabilistic model
xi

i .i .d .∼ N (θ, 1). Then

θ̂ = 1
N

N∑
i=1

xi ∼ N
(
θ,

1
N

)

Let E .= I
(√

N
∣∣∣θ̂∣∣∣ > 1.96

)
. θ is statistically significant at the 5% level if

E = 1.
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The Information Content of Statistical (Non)Significance

Our prior regarding θ is θ ∼ N
(
µ, σ2

)
. Given this prior, we can compute

the limited-information posteriora p (θ |E = 0) and p (θ |E = 1)b.

aLimited-information posterior: p (θ|E). Full-information posterior: p (θ |D )
b

p (θ |E = 1 ) =
1
σ
φ
(

θ−µ
σ

) [
Φ
(√

Nθ − c
)

+ Φ
(
−
√

Nθ − c
)]

Φ
( √

Nµ−c√
1+Nσ2

)
+ Φ

(
−
√

Nµ−c√
1+Nσ2

)
, where c = 1.96 is the critical value at the 5% significance level. See Abadie
(2020).

© Jiaming Mao



The Information Content of Statistical (Non)Significance
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Figure 1. Posterior Distributions after a Significance Test

Figure 2. Prior and Posterior with Significance for Different Sample Sizes
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The Information Content of Statistical (Non)Significance
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The Information Content of Statistical (Non)Significance

Given parameter of interest θ and prior belief p (θ), let E ∈ {0, 1} denote
whether H0 : θ = 0 is rejected at a given significance level.

p (θ) = p (θ|E = 0) Pr (E = 0) + p (θ|E = 1) Pr (E = 1)

⇒ ∣∣∣∣1− p (θ|E = 0)
p (θ)

∣∣∣∣︸ ︷︷ ︸
informativeness of nonsignificance

=
(Pr (E = 1)

Pr (E = 0)

) ∣∣∣∣1− p (θ|E = 1)
p (θ)

∣∣∣∣︸ ︷︷ ︸
informativeness of significance

Nonsignificance is more informative than significance as long as
Pr (E = 1) – the prior probability of rejection of the null – is greater
than 0.5.
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The Information Content of Statistical (Non)Significance

Pr (E = 1) =
∫

Pr (E = 1|θ) p (θ) dθ

, where for θ 6= 0, Pr (E = 1|θ) is the power of the test.

N ↑ and p (θ = 0) ↓ ⇒ Pr (E = 1) ↑. Thus, as data sets get larger,
and because there are rarely reasons to put significant priors on θ = 0,
nonsignificant results will often be more informative in empirical
studies in economics.

In the extreme, when N is very large, without prior probability mass
at the point null, significance carries no information.
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The Information Content of Statistical (Non)Significance

Moral (Abadie, 2020)

We advocate visible reporting and discussion of nonsignificant results
in empirical practice.

The weight of statistical evidence should not be primarily assessed on
the basis of statistical significance. Other factors, such as the
magnitude and precision of the estimates, the plausibility and novelty
of the results, and the quality of the data and research design, should
be carefully evaluated alongside discussions of statistical significance
or of the magnitude of p-values.
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More Problems with the Use of P-Values in Practice

The Statistical Significance Filter (Publication Bias)

P-Hacking (Data Snooping)
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The Statistical Significance Filter

Focusing on statistically significant results is an entrenched culture in
scientific research and publishing: only significant results get
published. Consequently, published empirical findings are not a
representative sample of all empirical findings.

This is called the statistical significance filter or publication bias.
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The Statistical Significance Filter

Suppose β∗ is unbiasedly estimated by β̂ ∼ N (β∗, 1). If we only consider
statistically significant results (at the 5% level), then we will only consider
cases in which

∣∣∣β̂∣∣∣ > 1.96.

E
[∣∣∣β̂∣∣∣∣∣∣ ∣∣∣β̂∣∣∣ > 1.96

]
is clearly an overestimate of |β∗|.

In particular, if |β∗| < 1.96, then any statistically significant β̂ will
always be too high in magnitude.
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The Statistical Significance Filter

Simulation: draw M = 100 random samples, each containing
N = 200 data points, from the following population:

x ∼ Bernoulli (0.5) (5)
y ∼ N (1 + 0.1x , 1)

Given (5), we have:
y = α∗ + β∗x + e∗ (6)

where α∗ = 1, β∗ = 0.1.

Run regression on each data set m and obtain the OLS estimator
α̂m, β̂m.
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The Statistical Significance Filter

# Simulation
require(dplyr)
require(broom)
M <- 100
N <- 200
beta_hat_dist <- replicate(M,{

x <- rbinom(N,1,0.5)
y <- 1 + 0.1 * x + rnorm(N)
fit <- lm(y ~ x)
coef <- tidy(fit) %>% filter(term == "x")
c(beta_hat = coef$estimate, p_value = coef$p.value)

})

# E(beta_hat)
beta_hat_dist <- as.data.frame(t(beta_hat_dist))
beta_hat_dist %>% summarise (e_beta_hat = mean(beta_hat))

## e_beta_hat
## 1 0.09559277
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The Statistical Significance Filter
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The Statistical Significance Filter
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The Statistical Significance Filter

beta_hat_dist <- mutate(beta_hat_dist, significant = p_value <= .05)
beta_hat_dist %>% group_by(significant) %>%

summarise(count = n(), e_beta_hat = mean(beta_hat))

## # A tibble: 2 x 3
## significant count e_beta_hat
## <lgl> <int> <dbl>
## 1 FALSE 94 0.0882
## 2 TRUE 6 0.211

E
(
β̂
∣∣∣ significant)� β∗

The power is low. The null hypothesis is false, but fails to be rejected
about 90% of the time.
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The Statistical Significance Filter

Run the same simulation with β∗ = .2, .3, .4, and .5 respectively.

Results for β∗ = .2, .3 :

## [[1]]
## # A tibble: 2 x 3
## significant count e_beta_hat
## <lgl> <int> <dbl>
## 1 FALSE 70 0.122
## 2 TRUE 30 0.352
##
## [[2]]
## # A tibble: 2 x 3
## significant count e_beta_hat
## <lgl> <int> <dbl>
## 1 FALSE 49 0.181
## 2 TRUE 51 0.398
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The Statistical Significance Filter

Run the same simulation with β∗ = .2, .3, .4, and .5 respectively.

Results for β∗ = .4, .5 :

## [[1]]
## # A tibble: 2 x 3
## significant count e_beta_hat
## <lgl> <int> <dbl>
## 1 FALSE 13 0.210
## 2 TRUE 87 0.461
##
## [[2]]
## # A tibble: 2 x 3
## significant count e_beta_hat
## <lgl> <int> <dbl>
## 1 FALSE 5 0.274
## 2 TRUE 95 0.521
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The Statistical Significance Filter

The bigger |β∗ − βH0 | is, where βH0 denotes the hypothesized value
under H0, the greater the power of the test.

I Power increases with N and |β∗ − βH0 |.

Power ↑⇒
∣∣∣E ( β̂∣∣∣ significant)− β∗

∣∣∣ ↓
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The Statistical Significance Filter

Lower power leads to high exaggeration ratios.
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Evidence of Publication Bias

Replication Studies

Camerer et al. (2016) replicated all 18 between-subject laboratory
experiment papers published in the American Economic Review and
Quarterly Journal of Economics between 2011 and 2014.

Open Science Collaboration (2015) conducted a large-scale replication
of more than 100 studies published in Psychological Science, Journal
of Personality and Social Psychology, and Journal of Experimental
Psychology: Learning, Memory, and Cognition, in 2008.
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Evidence of Publication Bias
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the same cutoff; see Section IVC. Such a jump is con!rmed by both our replication 
and meta-study approaches.

Results from Replication Speci!cations.—The middle panel of Figure 5 plots the 
joint distribution of   (W,  W   r )  = sign (Z)  ·  (Z,  Z   r )   in the replication data of Camerer 
et al. (2016). To estimate the degree of selection in these data we consider the model

  | Ω   ⁎ | ∼ Γ (κ, λ) , p (Z)  ∝  {  β p    if |Z| < 1.96   
1
  

if |Z| ≥ 1.96.   

This assumes that the absolute value of the normalized true effect   Ω   ⁎   follows a 
gamma distribution with shape parameter  κ  and scale parameter  λ.  This nests a wide 
range of cases, including   χ   2   and exponential distributions, while keeping the num-
ber of parameters low. Our model for  p ( · )   allows a discontinuity in the publication 
probability at  |Z| = 1.96,  the critical value for a 5 percent two-sided z-test. Fitting 
this model by maximum likelihood yields the estimates reported in the left panel of 
Table 1. Recall that   β p    in this model can be interpreted as the publication probability 
for a result that is insigni!cant at the 5 percent level based on a two-sided z-test, 
relative to a result that is signi!cant at the 5 percent level. These estimates therefore 
imply that signi!cant results are more than thirty times more likely to be published 
than insigni!cant results. Moreover, we strongly reject the hypothesis of no selec-
tivity,   H 0  :  β p   = 1 .

Results from Meta-Study Speci!cations.—While the Camerer et al. (2016) data 
include replication estimates, we can also apply our meta-study approach using just 
the initial estimates and standard errors. Since this approach relies on additional 
independence assumptions, comparing these results to those based on replication 
studies provides a useful check of the reliability of our meta-analysis estimates.

Figure 5. Camerer et al. (2016) Data

Notes: The left panel shows a binned density plot for the normalized z-statistics  W = |X| / Σ  using data from 
Camerer et al. (2016). The gray line marks  W = 1.96.  The middle panel plots the z-statistics  W  from the ini-
tial study against the estimate   W   r   from the replication study. The gray lines mark  W  and   W   r  = 1.96,  as well as  
W =  W   r .  The right panel plots the initial estimate  |X| = W · Σ  against its standard error  Σ.  The gray line marks  |X| / Σ = 1.96. 
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Evidence of Publication Bias

RESEARCH ARTICLE SUMMARY
◥

PSYCHOLOGY

Estimating the reproducibility of
psychological science
Open Science Collaboration*

INTRODUCTION: Reproducibility is a defin-
ing feature of science, but the extent to which
it characterizes current research is unknown.
Scientific claims should not gain credence
because of the status or authority of their
originator but by the replicability of their
supporting evidence. Even research of exem-
plary quality may have irreproducible empir-
ical findings because of random or systematic
error.

RATIONALE: There is concern about the rate
and predictors of reproducibility, but limited
evidence. Potentially problematic practices in-
clude selective reporting, selective analysis, and
insufficient specification of the conditions nec-
essary or sufficient to obtain the results. Direct
replication is the attempt to recreate the con-
ditions believed sufficient for obtaining a pre-

viously observed finding and is the means of
establishing reproducibility of a finding with
new data. We conducted a large-scale, collab-
orative effort to obtain an initial estimate of
the reproducibility of psychological science.

RESULTS:We conducted replications of 100
experimental and correlational studies pub-
lished in three psychology journals using high-
powered designs and original materials when
available. There is no single standard for eval-
uating replication success. Here, we evaluated
reproducibility using significance and P values,
effect sizes, subjective assessments of replica-
tion teams, and meta-analysis of effect sizes.
The mean effect size (r) of the replication ef-
fects (Mr = 0.197, SD = 0.257) was half the mag-
nitude of the mean effect size of the original
effects (Mr = 0.403, SD = 0.188), representing a

substantial decline.Ninety-sevenpercent of orig-
inal studies had significant results (P < .05).
Thirty-six percent of replications had signifi-

cant results; 47% of origi-
nal effect sizes were in the
95% confidence interval
of the replication effect
size; 39% of effects were
subjectively rated to have
replicated the original re-

sult; and if no bias in original results is as-
sumed, combining original and replication
results left 68% with statistically significant
effects. Correlational tests suggest that repli-
cation success was better predicted by the
strength of original evidence than by charac-
teristics of the original and replication teams.

CONCLUSION:No single indicator sufficient-
ly describes replication success, and the five
indicators examined here are not the only
ways to evaluate reproducibility. Nonetheless,
collectively these results offer a clear conclu-
sion: A large portion of replications produced
weaker evidence for the original findings de-
spite using materials provided by the original
authors, review in advance for methodologi-
cal fidelity, and high statistical power to detect
the original effect sizes. Moreover, correlational
evidence is consistent with the conclusion that
variation in the strength of initial evidence
(such as original P value) was more predictive
of replication success than variation in the
characteristics of the teams conducting the
research (such as experience and expertise).
The latter factors certainly can influence rep-
lication success, but they did not appear to do
so here.
Reproducibility is not well understood be-

cause the incentives for individual scientists
prioritize novelty over replication. Innova-
tion is the engine of discovery and is vital for
a productive, effective scientific enterprise.
However, innovative ideas become old news
fast. Journal reviewers and editors may dis-
miss a new test of a published idea as un-
original. The claim that “we already know this”
belies the uncertainty of scientific evidence.
Innovation points out paths that are possible;
replication points out paths that are likely;
progress relies on both. Replication can in-
crease certainty when findings are reproduced
and promote innovation when they are not.
This project provides accumulating evidence
for many findings in psychological research
and suggests that there is still more work to
do to verify whether we know what we think
we know.▪

RESEARCH

SCIENCE sciencemag.org 28 AUGUST 2015 • VOL 349 ISSUE 6251 943

The list of author affiliations is available in the full article online.
*Corresponding author. E-mail: nosek@virginia.edu
Cite this article as Open Science Collaboration, Science 349,
aac4716 (2015). DOI: 10.1126/science.aac4716

Original study effect size versus replication effect size (correlation coefficients). Diagonal
line represents replication effect size equal to original effect size. Dotted line represents replication
effect size of 0. Points below the dotted line were effects in the opposite direction of the original.
Density plots are separated by significant (blue) and nonsignificant (red) effects.
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As with the economics replications above, the systematic selection of results for 
replication in Open Science Collaboration (2015) is an advantage from our perspec-
tive. A complication in this setting, however, is that not all of the test statistics used in 
the original and replication studies are well-approximated by z-statistics (for exam-
ple, some of the studies use   χ   2   test statistics with two or more degrees of freedom). 
To address this, we limit attention to the subset of studies which use  z-statistics or 
close analogs thereof, leaving us with a sample of 73 studies. Speci!cally, we limit 
attention to studies using z- and t-statistics, or   χ   2   and F-statistics with one degree 
of freedom (for the numerator, in the case of F-statistics), which can be viewed as 
the squares of z- and t-statistics, respectively. To explore sensitivity of our results to 
denominator degrees of freedom for t- and F-statistics, in the online Appendix we 
limit attention to the 52 observations with denominator degrees of freedom of at 
least 30 in the original study and !nd quite similar results.

Histogram.—The distribution of originally published estimates  W  is shown by 
the histogram in the left panel of Figure 7. This histogram suggests a large jump in 
the density   f W   ( · )   at the cutoff  1.96 , as well as possibly a jump at the cutoff  1.64 ,  
and thus of corresponding jumps of the publication probability  p ( · )   at the same 
cutoffs. Such jumps are again con!rmed by the estimates from both our replication 
and meta-study approaches.

Results from Replication Speci!cations.—The middle panel of Figure 7 plots the 
joint distribution of  W,    W   r   in the replication data of Open Science Collaboration 
(2015). Relative to the plot for Camerer et al. (2016), we see a larger fraction of 
studies where  W > 1.96  for the original study while   W   r  < 1.96  in the replication 
study (8 of the 18 of studies in Camerer et al. 2016, compared to 43 of the 73 studies 
in Open Science Collaboration 2015).11 This could be due to differences in selection 

11 Indeed, 12 of the 73 studies in Open Science Collaboration (2015) have  W > 3  and   W   r  < 1.96 , while none 
of those in Camerer et al. (2016) do.

Figure 7. Open Science Collaboration (2015) Data

Notes: The left panel shows a binned density plot for the normalized z-statistics  W = |X| / Σ  using data from Open 
Science Collaboration (2015). The gray line marks  W = 1.96.  The middle panel plots the z-statistics  W  from the 
initial study against the estimate   W   r   from the replication study. The gray lines mark  |W|  and  | W   r | = 1.96,  as well 
as  W =  W   r .  The right panel plots the initial estimate  |X| = W · Σ  against its standard error  Σ.  The gray line marks  |X| / Σ = 1.96. 
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Moral

McShane et al. (2019)
We propose that the p-value be demoted from its threshold screening
role and instead, treated continuously.

Kenkel (2016)
Assume the magnitudes of published results are exaggerated and
adjust our own beliefs accordingly.

Collect new data to replicate published findings and adjust our beliefs
in the direction of the replication results.
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Moral

Open Science Collaboration (2015)
Deciding the ideal balance of resourcing innovation versus verification
is a question of research efficiency. How can we maximize the rate of
research progress? Innovation points out paths that are possible;
replication points out paths that are likely; progress relies on both.
The ideal balance is a topic for investigation itself. Scientific
incentives—funding, publication, or awards—can be tuned to
encourage an optimal balance in the collective effort of discovery.
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In Search of Statistical Significance

Many specifications in search of statistical significance. Source.
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In Search of Statistical Significance

One specification (here: Sir Perceval) achieves statistical significance. Source.
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In Search of Statistical Significance

The best practice for data analysis is to fix the model before seeing
the training data and keep a separate test data set for assessing the
performance of the estimated model.

In practice, however, many researchers will try many specifications
after seeing the data, until they get their desired, i.e. statistically
significant, results.

Some will also manipulate the data collection and processing stage by,
for example, estimating a model on different subsets of the data in
search of statistical significance, or stop data collection as soon as
p < 0.05.
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In Search of Statistical Significance

Indeed, a dataset can be analyzed in many different ways, with the
choices being not just what models to use, but also decisions on what
measures to study, what data to include or exclude, etc.8, that it can
be easy to find a statistically significant result even if nothing is going
on, as long as you look hard enough.
“If you torture the data long enough, it will confess.” – Ronald
Coase

Such practices of data-dependent analyses are called p−hacking or
data snooping9.

8This has been called the “researcher degrees of freedom.”
9Also called specification search, data dredging, fishing . . . – you get the idea.
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In Search of Statistical Significance
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Multiple Testing

The problems of p−hacking are essentially the problems of multiple
testing (also called multiple comparisons).

If you perform multiple hypothesis tests, the probability of at least
one producing a statistically significant result at the significance level
α purely due to chance, is necessarily greater than α.

Assuming each test is independent, under the H0 of all tests,

Pr (at least one is (falsely) positive) = 1− (1− α)n

, where n is the number of tests conducted10.

10Try Jerry Dallal’s demo: 100 Independent 0.05 Level Tests For An Effect Where
None Is Present.
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Multiple Testing

N Pr (false positive)
1 0.05
2 0.0975
5 0.2262
10 0.4013
50 0.9231
100 0.9941
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Multiple Testing

"Recognize that any frequentist statistical test has a random
chance of indicating significance when it is not really present. Run-
ning multiple tests on the same data set at the same stage of an
analysis increases the chance of obtaining at least one invalid re-
sult. Selecting the one "significant" result from a multiplicity of
parallel tests poses a grave risk of an incorrect conclusion. Fail-
ure to disclose the full extent of tests and their results in such
a case would be highly misleading." – Professionalism Guideline
8, Ethical Guidelines for Statistical Practice, American Statistical
Association, 1997
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Multiple Testing

Simulation: draw N = 100 data points from the following population:

treatment ∼ Bernoulli (0.5) (7)
male ∼ Bernoulli (0.5)

y ∼ U (0, 1)

N <- 100
treatment <- rbinom(N,1,0.5)
male <- rbinom(N,1,0.5)
y <- runif(N)
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Multiple Testing

# Regression on the entire sample
require(AER)
fit_all <- lm(y ~ treatment)
coeftest(fit_all)

##
## t test of coefficients:
##
## Estimate Std. Error t value Pr(>|t|)
## (Intercept) 0.576674 0.045399 12.7024 <2e-16 ***
## treatment -0.067942 0.059611 -1.1397 0.2572
## ---
## Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
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Multiple Testing

# Regression on the male subsample
fit_male <- update(fit_all, subset = male == 1)
coeftest(fit_male)

##
## t test of coefficients:
##
## Estimate Std. Error t value Pr(>|t|)
## (Intercept) 0.610265 0.064848 9.4107 1.78e-12 ***
## treatment -0.175482 0.083719 -2.0961 0.04137 *
## ---
## Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
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Multiple Testing

# Regression on the female subsample
fit_female <- update(fit_all, subset = male == 0)
coeftest(fit_female)

##
## t test of coefficients:
##
## Estimate Std. Error t value Pr(>|t|)
## (Intercept) 0.546138 0.062031 8.8043 1.379e-11 ***
## treatment 0.041826 0.082892 0.5046 0.6162
## ---
## Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
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Multiple Testing
Simulation: draw M = 1000 random samples, each containing N = 100
data points, from the population specified in (7).
require(dplyr)
require(broom)
M <- 1000
extract_p <- function(fitted_model) {

tidy(fitted_model) %>% filter(term == "treatment") %>%
select(p.value) %>% as.numeric()}

sim_p_hack <- replicate(M, {
treatment <- rbinom(N,1,0.5)
male <- rbinom(N,1,0.5)
y <- runif(N)
fit_all <- lm(y ~ treatment)
fit_male <- update(fit_all, subset = male == 1)
fit_female <- update(fit_all, subset = male == 0)
p_all <- extract_p(fit_all)
p_male <- extract_p(fit_male)
p_female <- extract_p(fit_female)
min(p_all, p_male, p_female)

}) © Jiaming Mao



Multiple Testing

mean(sim_p_hack <= .05)

## [1] 0.117
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Ovulation and Voting
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Ovulation and Voting

Sample: participants were 275 women with a mean age of 27.95 years (SD
= 6.05, range = 18–44 years) who had regular monthly menstrual cycles
(25–35 days) and were not using hormonal contraception.

Fertility: we created a high-fertility group (cycle days 7–14, n = 78) and a
low- fertility group (cycle days 17–25, n = 85). For our main analyses, we
did not include women on cycle days 15 and 16 ... We also did not include
women at the beginning of the ovulatory cycle (cycle days 1–6) or at the
end of the ovulatory cycle (cycle days 26–28).

Relationship status: participants who indicated that they were engaged,
living with a partner, or married were classified as being in a committed
relationship (n = 82); all others (e.g., not dating or dating) were classified
as single (n = 81).
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Ovulation and Voting

Researcher degrees of freedom:

Exclusion criteria based on cycle length (3 options)
Exclusion criteria based on “How sure are you?” response (2)
Cycle day assessment (3)
Fertility assessment (4)
Relationship status assessment (3)

Altogether: 168 possibilities
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Ovulation and Voting

Gelman (2016)
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Ovulation and Voting

Gelman (2016)
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Ovulation and Voting

Harris and Mickes (2014): “We attempted to directly replicate the findings
of Durante et al. ... We unequivocally failed to confirm two of the three
key findings from the research reported by Durante et al. ... This study
adds to a growing number of failures to replicate several menstrual cycle
effects on preferences and attraction ... which invites concerns that this
literature as a whole may have a false-positive rate well above the widely
presumed 5%.”
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Fishing for Significance

xkcd
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Fishing for Significance
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Fishing for Significance
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The Mind-Reading Post-Mortem Salmon

Bennett, et al. (2009)
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The Bonferroni Correction
The probability of making at least one type I error when
simultaneously performing n hypothesis tests is called the joint type I
error rate, also called the family-wise error rate (FWER).
The Bonferroni correction bounds the FWER at below α by setting
the significance threshold for each individual test at α/n11:

1−
(
1− α

n

)n
≤ α

The Bonferroni correction is conservative: it is derived under the
assumption of independent tests. Using the Bonferroni correction
when the number of tests is large leads to a significant loss of
power12.

11For example, if 10 hypothesis tests are performed, then the Bonferroni corrected
significance level is 0.005 for each individual test in order for the FWER at below 0.05.

12Recall that power ↓ as α ↓. Thus while the Bonferroni correction reduces the
number of false positive findings, it does so at the expense of our ability to reject the
null when it should have been.
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Data Snooping

More generally, we have the following principle:

If a data set has affected any step in the learning process, it cannot be
fully trusted in assessing the outcome.

Choosing a model based on the particular features of a data set
invalidates the VC generalization bounds calculated based on the VC
dimension of the final estimated model.

If your approach is to try a series of models on your data set before
choosing one, then the effective VC dimension should be the VC
dimension of the entire union of models that you would consider in
this specification search process.
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Data Snooping

The specification search process doesn’t have to be explicit. Sometimes we
do this in our head by looking at the data before choosing a model. Doing
so is also an act of data snooping.

eye test−→
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Data Snooping

In general, the more we are willing to let a particular data set dictate
our model choice, the poorer our result will generalize out of sample.

The smaller the sample size, the more data snooping is a problem.
When the sample size is large, multiple testing and data snooping are
less of a concern, as N ↑⇒ generalization bound for |Eout − Ein| ↓.
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Data Snooping

A type of data snooping that is more difficult to avoid involves the
reuse of the same data set by different people. This occurs, for
example, when researchers work on the same public data set.

When working with a public data set, it is common for a researcher to
read about what others have done using the same data before
formulating her model. In doing so, her model choice is already
affected by the data set, since it is based what others have shown to
work well or not well on that particular data set.
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Data Snooping

When researchers work on the same data set, while each formulating
new hypotheses based on the work of others, the effective VC
dimension corresponds to a much larger model space than the model
chosen by any individual researcher – the model space contains all
hypotheses that have been considered (and mostly rejected) by every
researcher in this adaptive analysis process.

This is a particular problem for social scientific research, where the
ability to generate new data is limited, and many, mutually
dependent, studies are based on the same datasets13.

13This partly explains why social science models tend to have poorer generalization
ability (predictive power) than natural science models.
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Moral

When reading others’ research...
Be aware of the multiple testing and data snooping that might have
been going on behind published results, and adjust our beliefs about
their generalization performance accordingly.

Be aware of the inherent data snooping problem in adaptive analysis
when reading published results based on data sets that have been
used by many others, and adjust our beliefs about their generalization
performance accordingly.
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Moral

When conducting your own research...
Formulate the research question and decide on what model to use
before seeing the data.

I If possible, generate new data based on your research design.

If you intend to engage in data snooping and choose a model based
on the data, then you should decide on the set of models you are
going to choose from before seeing the data, and account for the data
snooping in your analysis by

I Adjusting the significance level of your hypothesis tests by, for example,
using the Bonferroni correction;

I Using a test data set to evaluate the performance of your final
estimated model. The test set should be allocated at the beginning
and only used at the end. Once a data set has been used, it should be
treated as contaminated as far as testing the performance is concerned.
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Moral

When reporting your research...
Aim for honesty and transparency.

Clearly state your research question, the research design, and the
reasoning behind your model choice.

Clearly state if your analysis involves data snooping and how you have
accounted for it.

Report every hypothesis test you have performed relevant to the
research question and highlight results that are robust across tests.

Include a limitations section and point out any limitations and
uncertainties in the analysis.
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Appendix: The ASA Statement on P-Values

The ASA Statement on P-Values

1 p−values can indicate how incompatible the data are with a specified
statistical model.

2 p−values do not measure the probability that the studied hypothesis
is true, or the probability that the data were produced by random
chance alone.

3 Scientific conclusions and business or policy decisions should not be
based only on whether a p−value passes a specific threshold.

4 Proper inference requires full reporting and transparency.
5 A p−value, or statistical significance, does not measure the size of an

effect or the importance of a result.
6 By itself, a p−value does not provide a good measure of evidence

regarding a model or hypothesis.
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